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Voice impersonation can be a challenging task for mimicking all aspect of the

target speaker. This Thesis proposes a prosody conversion using a cycle-consistent

adversarial network (CycleGAN) on non-parallel training data in voice conversion

(VC). A CycleGAN model had demonstrated an outstanding performance in style

transfer of the unpaired images. In this method, the converted voice was gener-

ated from the transformation of both prosodic and spectral features of the source

voice. In this way it can better represent the persona of the target speaker. Experi-

mental results from standard evaluation procedures for evaluating synthesized voice

demonstrated that our prosodic CycleGAN significantly outperformed the conven-

tional non-parallel VC method.
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Chapter I

INTRODUCTION

1.1 Motivation
Speech is one of the most common tools for human communications. Ev-

eryone has a unique personality in speech. Such that, it is possible to impersonate

the others by mimicking their voice. In a computer system, there is an essential

element that can manipulate the characteristic of human speech called voice con-

version (VC). VC is a technique that transforms a speech signal of a source speaker

to sound like as it uttered by a target speaker, while keeping its linguistic contents

(?). VC has been used in various applications such as speaking aid for impaired

speech individual (?), transformation of emotion in speech (?), singing voice mod-

ification (?) and accent conversion for foreign language learning (?). More impor-

tantly, VC is known to be an advanced presentation method for identity theft and

forgery. Due to the availability in resources and computational performance, VC

has become more capable to fool the automatic speaker verification (ASV) systems

(?). In recent years, various types of generative adversarial networks (GANs) had

been used in VC which outperformed the conventional techniques such as Gaussian

mixture model (GMM)-based (?) and deep neural networks (DNN)-based meth-

ods (?). Furthermore, the unsupervised learning nature in GAN can comfortably

surpass the major limitation of the conventional VC for using with a non-parallel

data that the linguistic contents of the source and the target are different. One of

the most promising GAN-based model is the cycle-consistent generative adversar-

ial network (CycleGAN) due to its simplicity and its outstanding performance in

style transfer for the unpaired images transformation (?). It has shown the favorable

results in a non-parallel VC even in a cross-language condition (?). However, the

crucial goal for voice impersonation is to strongly convince a listener to believe that

the converted voice had been naturally uttered by the target speaker. Most of the re-
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searchers had used GANs to solely transform some speech features such as spectral

features which are flexible and robust to noise while linearly transforming the other

features such as prosody, although the features are also important for personality in

speech. Therefore, the converted voice might not totally represent the persona of

the target speaker which could be distinguished apart from the genuine voice by hu-

man perception. In addition, various languages have distinct characteristics which

depend on different speech features. Thai language depends on the tonal charac-

teristics in speech (?) which relies mostly on prosody. A prosodic feature such as

fundamental frequency (F0) should be a possible option to carry the personality of

the target in VC. We have proposed a method that transforms both prosodic and

spectral features using a CycleGAN to improve the performance of non-parallel VC

methods. This method would transfer better characteristics of the speaker in the

conversion process especially in Thai language.

1.2 Problem Statement
In Thailand, public personalities such as politicians, news reporters, and actors

are the most potential spoofing attack representation scenario due to a large amount

of speech data in publicly available sources and recognizable by the general pub-

lic. Unlike in English, Thai language depends on the tonal characteristics in speech

(?) which relies mostly on prosody. A prosodic feature such as fundamental fre-

quency (F0) may be a possible choice to carry the personality of the target in VC. In

contrast to the spoofing attack, voice impersonation also benefits the speech synthe-

sis process such as creating a voice template for announcing in public places (e.g.,

train, airport, shopping complex). Furthermore, it can greatly affect the language

localization in media such as movie, conference and video game by producing the

translated speech in foreign languages to have the same personality as the original

speaker.
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1.3 Objective

1. To impersonate the speech of the Thai public personalities.

2. To apply the CycleGAN technique for voice conversion on Thai language.

3. To demonstrate that prosody is crucial to the speech personality in Thai lan-

guage.

1.4 Scope of Work

1. Using Thai language speech of the three recognizable persons as target speak-

ers.

2. Using a non-parallel VC which is the procedure where the speech contents

such as word and sentence from source and target speaker are different.

1.5 Benefits

1. To personalize and create a Thai speech according to the desired voice tem-

plate.

2. To help improve the perceived quality and naturalness for VC.

3. To present a potential threat on speech identity in Thai language for the further

countermeasure.

1.6 Research Implication
Giving an example on the importance of prosody in speaker’s personality and

Thai speech, such feature should be properly transformed in VC. For the represen-

tation of prosody using in this thesis, F0 is an excellence candidate due to its sim-
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plicity in extraction and its success in VC (?) and the main component in speech

synthesis method. Instead of transform F0 linearly, a CycleGAN model is train to

transform such prosodic feature which can better pass on personality of the target

to the converted voice. For the evaluation procedures, to measure the similarity be-

tween target and converted voice, a Dynamic Time Warping (DTW) method was

selected in this thesis on the strength of its effectiveness and its possibility to mea-

sure prosodic features beyond F0 (?). This thesis can demonstrate that a prosodic

feature such as F0 has a crucial role in Thai speech and VC.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter II

BACKGROUND

2.1 Speech Features
Speech features are elements that characterize events in speech signal ?. There

are several ways to represent the phonemes in speech signal which can be catego-

rized into two major groups: the segmental and suprasegmental (also known as

prosody) features ?. The segmental features can discriminate vowels and conso-

nants which can be represented by spectral features. By splitting speech signal into

short-time frames or segments, it can be extracted into the spectrogram which is

a three-dimensional representation of the speech intensity in different frequency

bands over time ? using Fourier transformation. The result of the inverse Fourier

transformation of the logarithmic power of the spectrogram is called cepstrum ?.

The cepstrum is often calculated with a nonlinear Mel frequency band mapping

called Mel-cepstral which is used in several speech analysis tasks ?. On the other

hand, the prosody is the aspects of speech which span groups of syllables or words

?. The principal interests of prosody are pitch (or fundamental frequency: F0) and

stress which depend on the persona of the speaker. Intonation which is the pitch

variation over sentence can give shape to the sentence and indicate its structure.

Furthermore, pitch also can be used to help indicate the meaning of words in some

languages ?. Additionally, one of the most used parameters in VC and speech syn-

thesis is aperiodicity band which is a spectral parameter associated with mixed ex-

citation ?.

2.2 Voice Conversion
Voice conversion (VC) is the transformations that use acoustic parameters

from the speech of two speakers: source and target, to convert the source voice
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to sound as it was naturally uttered by the target ?. There are two major categories

for VC: parallel and non-parallel VC. A parallel VC requires the same linguistic

contents and only varies in the aspect of mapping model ?. In the contrary, a non-

parallel VC can be independent to linguistic contents. It can be categorized into

two simple types: the feature-pair searching and individually replacement ?. The

feature pair searching methods focus on the aspect of aligning the similar features

of the source voice and the targets. They require the linguistic information to label

the events in speech. On the other hand, the individually replacement methods are

interested in the aspect of the splitting the speech into two components: linguistic

and speaker identity. They focus on the replacing of the source identity with the

targets while keeping the linguistic component.

2.3 Generative Adversarial Network

Cycle-consistent Generative Adversarial Network
The cycle-consistent Generative Adversarial Network (CycleGAN) is based

on the GAN technique proposed by Goodfellow et al. ?. It had demonstrated an

outstanding performance in style transfer of the unpaired images ?. It consists of

two discriminators (DA and DB) and two generators (GA and GB), as shown in

Figure ??. A generator serves as the mapping function from the distribution of

input A to B. On the other hand, discriminators aim to classify between the real

and generated distributions. The goal of this model is to learn the mapping function

from given training samples to convince discriminators to classify the generated

object as the real object.

The source and target are represented with A and B respectively. The input

A as source is added to discriminator DA and generator GA2B to be classified as

real A and to create generated B respectively. Discriminator DB then classifies the

generated B whether it is real B or generated B. Accordingly, the generated B is

transformed back to cyclic A to begin the new cycle. By mapping from source a ∈ A
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Figure 2.1: Diagram of CycleGAN. DA and DB are discriminators. GA and
GB are generators. A and B are the real distribution.

to target b ∈ B with CycleGAN, two losses: adversarial loss and cycle-consistency

loss were used to learn the model.

Adversarial loss measures the discrepancy between the converted data

GA→B(a) and the target data b. Therefore, distribution of the converted data

PGA→B
(a) must have the distribution closer to the target data PData(b) to gain smaller

loss. This can be written as

Ladv ( GA→B, DB ) = Lb�PData(b)[log �DB(b)�] + La�PData(a)[log �(1−Db(GA→B(a)))�].

(2.1)

On the other hand, cycle-consistency helps to preserve the contextual information

of a in the conversion, described as

Lcyc (GA→B, GB→A ) = La PData (a) [‖GB→A(GA→B(a))−a‖1]+Lb PData(b)[‖GA→B(GB→A(b))−b‖1].

(2.2)

Hence, the two losses can be illustrated with trade-off parameter λcyc:

Lfull = Ladv ( GA→B, DB) + Ladv ( GB→A, DA) + λcycLcyc(GA→B, GB→A). (2.3)
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Figure 2.2: Time alignment of two time-dependent sequences. Aligned
points are indicated by the arrow.

2.4 Dynamic Time Warping
Dynamic Time Warping (DTW) is the widely used technique that can deter-

mine an optimal alignment between two given (time dependent) sequences under

certain restrictions (?). In speech processing, DTW can be used to compare differ-

ent speech patterns in speech recognition. DTW has demonstrated the meaningful

results with prosody when use with Hermes measurement to evaluate the similarity

between sets of speech sentences (?). The main idea of DTW is to compare the

distance between two aligned sequences as shown in Figure ??.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter III

REVIEW OF LITERATURE

3.1 Voice Conversion with Deep Neural Net-

works
Most early research had focused on developing a parallel VC. The widely used

methods were based on the mapping model, in which the aligning of the similar

pair features of the source and target speakers are performed. Toda et al. (?) used

a Gaussian mixture model (GMM) as a mapping model on spectral features which

yielded a good result in speech quality. To improve the capability of the GMM-

based approach, Sone et al. (?) applied a deep relational model (DRM) with GMM

to outperform a deep neural network (DNN)-based methods.

3.2 Voice Conversion with GANs
Recently, GAN has become an attractive tool in VC. Kaneko et al. (?) pro-

posed the sequence-to-sequence VC using the GAN-based training framework that

surpassed a deep autoencoder technique. Furthermore, various GAN-based tech-

niques have exceptionally improved the previous non-parallel VC. Hsu et al. (?)

and Chou et al. (?) incorporated VAE with GAN in a non-parallel VC which indi-

cated an improvement over the conventional VC method. Additionally, StarGAN-

VC (?) demonstrated superiority over the VAE-GAN-based method. One of the

most favorable of GAN-based techniques in a non-parallel VC is CycleGAN due to

its remarkable performance in style transfer of unpaired images (?) which is desir-

able for a non-parallel data condition. Fang et al. (?) proposed a transformation

of the lower order of Mel-cepstrum (spectral features) using CycleGAN. Although

it yielded a good voice quality, but prosody was transformed using linear trans-
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formation which result in the absence of the persona of the target speaker such as

intonation and rhythm. Inspired by a PPGs-based model, Yeh et al. (?) proposed

the non-parallel VC using CycleGAN over PPGs which removed the length con-

straint of the converted voice to capture to rhythm of the target voice. However, the

alignment of features using PPGs may introduce new errors.

3.3 Voice Conversion with Prosody
In contrast to the spectral features, most research focus on F0 to represent

prosody in VC. F0 contour was widely used in tonal language such as Mandarin (?)

which proved in conveying the speaker emotion in the converted voice. Moreover,

the using prosodic conversion together with the spectral features has the higher qual-

ity of the converted voice than just the spectral conversion (?). In term of style trans-

fer in speech, the F0 transformation can generate a significantly correlated voice to

the target speaker in VC (?).

In conclusion, the use of CycleGAN in a non-parallel VC to transform both

spectral features and prosody might transfer the persona of the target to the converted

voice. Therefore, it might have a better performance in the impersonation of the

target voice.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter IV

PROPOSED METHOD

4.1 Speech Dataset
Our dataset was built from publicly available video contents (news, documen-

tary). All voices gathered are in Thai language. We had chosen 2 recognizable

persons (male and female) as target speaker. After a total of 600 utterances (300

utterances for each gender) was gathered, two native Thai speakers then read the

transcription from the target speaker by his own style as source voice. The record-

ing conditions are in standard studio.

4.2 Training and Conversion Setup
We adopted the technique of CycleGAN for a non-parallel VC based on Fang et

al ? as baseline method due to its performance that outperformed a conventional VC.

Our proposed method aimed to create converter modules which transform prosodic

features and spectral features separately by training CycleGAN models as shown

Figure ??. The architecture for generator and discriminator in CycleGAN were 1D

gated convolutional neural networks (Gated CNN) and 2D Gated CNN respectively.

As shown in Figure ??, the audio data form target and source was extracted

using WORLD ? to the three main speech features: Mel-cepstrum, F0, and aperiod-

icity bands. As a prosody representation, F0 was encoded due to its dimensionality

conditions. Then MCEP and encoded F0 were fed to the CycleGAN model sepa-

rately to create converter 1 and 2 respectively.

Similarly to the training process, the source voice was extracted by WORLD

? to the same features. Then they converted to the characteristic of the target using

our converter 1 and 2 created by prosodic CycleGAN as shown in Figure ??. The
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Figure 4.1: Diagram of training process for the proposed method. Both the
encoded F0 as Prosodic feature and MCEP as Spectral feature are transform
using CycleGAN to create 2 separated converters.

Figure 4.2: Diagram of voice conversion process for the proposed method.
Converted voice is created by Vocoder from transformed features of source
using converters from training process.

converted voice that has the personality as the target then was created by WORLD

? as a vocoder in the speech synthesis process.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter V

RESULTS
A total of 200 utterance (100 utterances for each gender) converted form each

method was reserved as test set for the evaluation procedures.

To demonstrate the improvement in the conversion of prosody (F0), the pro-

posed method (Prosodic CycleGAN) and the baseline method (CycleGAN) need to

be compared. As show in Table 1 , a dynamic time warping (DTW) approach ? was

used to compute the prosodic similarity in the test set between the converted and

the target voice.

The proposed Prosodic CycleGAN method had significantly outperformed the

baseline CycleGAN. The possible reason is due to the superiority of the non-linear

prosody conversion in carrying extra characteristics of the speaker compared to the

linear transformation. Thus, it might help reduce the DTW alignment cost. We

noticed that the Male to Female conversions (SM→SF) for all methods had infe-

rior results compared to the Female to Male conversions (SF→SM). One possible

reason is the lower variance in time in the male voice might have the insufficient

components in the conversion.
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Method Con-
version r DTW DTW

+r
Perc

CycleGAN (baseline)
SF→SM

0.70
27681

0.75 0.86

CycleGAN (baseline)
SM→SF

0.68
32471

0.74 0.84

CycleGAN (baseline) AV G 0.69
30076

0.75 0.85

Prosodic CycleGAN (proposed)
SF→SM

0.75
26574

0.82 0.90

Prosodic CycleGAN (proposed)
SM→SF

0.70
28152

0.80 0.87

Prosodic CycleGAN (proposed) AV G 0.73
27363

0.81 0.89

Table 5.1: Hermes measure (r), DTW alignment cost. (DTW), DTW-aligned
Hermes measure (DTW+r) and perceptual similarity (Perc.) obtained from
the test set. The same sentence of target speakers and converted voices are
compared.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter VI

DISCUSSION

6.1 Summary of Finding
From the results of comparing our proposed method with the baseline, we can

see that using Prosodic transformation has better overall score in Hermes measure

(r) and lesser dissimilarity in DTW than the baseline. But for the meaningful mea-

surement DTW-aligned Hermes measurement (?) can represent better similarity in

the similarity in prosody. The proposed method has significantly outperformed the

baseline in this measurement. We can conclude that the prosodic transformation

can improve the similarity of the converted voice to the target.

Perceptually, the proposed and baseline have similarity in term of cross gender

conversion. From female to male conversion has performed better than male to

male. This is due to the higher range in F0 of the female can store more personality

than the male one.

6.2 Conclusion
This paper proposes prosody transformation using CycleGAN to improve a

non-parallel VC Method. The results demonstrate a superiority of our prosodic Cy-

cleGAN method over a conventional non-parallel VC method using standard eval-

uation procedures. By using a speech dataset in Thai language which depends on

the tonal characteristic in speech, it validates the significance of the prosody in the

personality of the speaker. Investigation the features in prosody further to improve

the voice conversion will be our work in the future.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

16

6.3 Future Work
Prosodic Conversion techniques can be useful in carry over more personality

of the speaker to the converted voice. There still are many parts available to be

optimized, such as improving the speech synthesis model, create a larger dataset and

improving the prosody extraction. The Wavelet decomposition of F0 can capture

more variation of prosody in speech synthesis (?). Such decomposition might be

advantageous in prosodic VC.
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